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A good summary can often be very useful during program comprehension. While a brief, fluent, and relevant
summary can be helpful, it does require significant human effort to produce. Often, good summaries are
unavailable in software projects, thus making maintenance more difficult. There has been a considerable body
of research into automated AI-based methods, using Large Language models (LLMs), to generate summaries
of code; there also has been quite a bit work on ways to measure the performance of such summarization
methods, with special attention paid to how closely these AI-generated summaries resemble a summary a
human might have produced. Measures such as BERTScore and BLEU have been suggested and evaluated
with human-subject studies.

However, LLM-produced summaries can be too long, irrelevant, etc: generally, too dissimilar to what a
human might say. Given an LLM-produced code summary, how can we judge if a summary is good enough?
Given some input source code, and an LLM-generated summary, existing approaches can help judge brevity,
fluency and relevance; however, it’s difficult to gauge whether an LLM-produced summary sufficiently
resembles what a human might produce, without a “golden" human-produced summary to compare against.
We study this resemblance question as a calibration problem: given just the summary from an LLM, can
we compute a confidence measure, that provides a reliable indication of whether the summary sufficiently
resembles what a human would have produced in this situation? We examine this question using several
LLMs, for several languages, and in several different settings. Our investigation suggests approaches to provide
reliable predictions of the likelihood that an LLM-generated summary would sufficiently resemble a summary
a human might write for the same code.
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1 INTRODUCTION
Summaries and comments in code help maintainers understand code. In an empirical study, Hu
et al surveyed developers [Hu et al. 2022] in several major software development organizations
about software summarization practices. The survey responses indicated that developers value
code summaries, and, furthermore, that they would appreciate tools to automatically generate such
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2 Yuvraj Virk, Premkumar Devanbu, and Toufique Ahmed

summaries for them. Automated Code Summarization has been a very active area of research [Zhang
et al. 2022; Zhu and Pan 2019] for quite a while. Deep learning, for code and natural language,
has helped advance summarization performance to new highs, with the current state-of-the-art
achieved via the use of in-context learning (or prompt engineering) with large language models
(LLMs) [Ahmed et al. 2024; Nashid et al. 2023].

Fig. 1. Example of two LLM-generated summaries with nearly identical, raw confidences but differing quality.
The generated summary on the left is dissimilar to what the developer wrote, but the confidence is high. The
generated summary on the right is similar to what the developer wrote, and the raw confidence is high, as it
should be; however, the raw confidence is also high on the left! Our method preserves the high confidence for
the good summary but produces a low confidence for the poor one.

While neural models are increasingly effective at code summarization, there is a fundamental and
well-known problem with LLMs . . . they make mistakes [Jesse et al. 2023; Pan et al. 2024; Tambon
et al. 2024]. Studies [McBurney and McMillan 2015; Shi et al. 2022] have found that automated code
summarization methods are promising, but often fail to produce “acceptable" summaries. Thus,
given a generated summary, it would be useful to have an indication as to whether the generated
summary is a “acceptable" one. Summary quality is a human judgement; there have been studies of
how humans evaluate code summaries, which we review in the paper. For reasons clarified below
in Section 2, and supported by several prior publications [Hu et al. 2022; Stapleton et al. 2020] we
use “acceptable" similarity to human-written summaries as our primary correctness measure.
In our study, we found that state-of-the-art approaches (using CodeLlama) sometimes produce

Java code summaries at acceptable levels of similarity to human-written summaries (using measures
that previous studies [Haque et al. 2022] have found to be reliable proxies of human similarity
judgements). In our study, we find that (arguably) acceptable levels of similarity are attained
between 10-30% of the time. This suggests that about 70-80% of the time, these approaches are
producing summaries that humans may not find acceptably similar to human summaries. But how
do we know whether the summary will be acceptable or not without the presence of the reference?
Can raw model confidence, taken from model output without change, help us in such a scenario?
Figure 1 provides two example generated summaries, however, one resembles the developer’s
comment, and one doesn’t! Although the dissimilar summary doesn’t contain any falsehoods about
the code, it still omits information the method’s developer thought necessary to include. Certainly,
the similar one is more desirable than the dissimilar one. Unfortunately, the raw confidence does
not show much difference (0.82 vs. 0.81)! Thus, the raw confidence is not particularly helpful to
help determine which one is more acceptable.

Thus, summaries provided by LLMs are sometimes good and useful, but not always. Given this
situation, it is desirable for LLM-based code-summarizers to provide a more reliable indication
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Enhancing Trust in LLM-Generated Code Summaries with Calibrated Confidence Scores 3

of confidence, that a specific summary generated from code, is sufficiently similar to what a
human might have produced. If this confidence measure is reliable, then a summary produced
with high confidence can be accepted verbatim, and used directly to help understand the code;
summaries at low confidence might be simply rejected; and summaries at a medium confidence
might be considered partially useful, predicating some further examination of the code. This is
where calibration (discussed in Section 2) becomes relevant. Calibration refers to the agreement
between the predicted confidence and the actual outcome. A well-calibrated model will produce
probability estimates that match the true likelihood of an event. For example, if a model predicts
that an event has a 80% chance of occurring, then that event should indeed occur approximately 80%
of the time across many predictions with the same probability. The model’s predicted confidence
in Figure 1 shows that the LLMs are typically not well-calibrated for this task and are thus less
reliable.
In this paper, we study the issue of providing such a confidence measure, which is a reliable

indicator of how likely a generated summary is correct, viz., sufficiently similar to a human-
generated summary. For instance, in Figure 1, had our approach been used, then the more desirable
outcome has a higher confidence (0.87 vs 0.42) . . .; thus, our approach would allow for better
decision making as to when a summary could be relied upon.

We make the following contributions.

• We introduce the problem of calibration for code summarizers; we frame “correctness" of
generated summaries (with motivation drawn from the literature) in terms of being sufficiently
similar to human-generated summaries.

• Using several thresholds of similarity measures, corresponding to several justifiable settings
of “correctness" (i.e., similarity to human-produced summaries), we examine the calibration
of LLMs.

• We show how LLMs augmented with in-context learning, and using modern rescaling tech-
niques, can provide very good calibration, for the code summarization task.

• While later tokens in a code summary have very high probabilities and exhibit overconfidence,
earlier tokens are better calibrated.

Our findings provide a way for developers to make well-justified decisions regarding the use of
(sometimes inaccurate) summaries generated by LLMs.

2 BACKGROUND & MOTIVATION
We begin with a brief summary of the current state of code summarization, and immediately dive
into the problem of calibration.

Code summarization is important for code understanding and maintenance [Sridhara et al. 2010];
building tools that can automatically summarize a given piece of code (method or snippet) is an
important problem that has received considerable attention [Zhang et al. 2022; Zhu and Pan 2019].
as output. Neural approaches have been applied to code summarization. Initial approaches used
pre-training + fine-tuning, with models such as CodeBERT [Feng et al. 2020], PLBART [Ahmad et al.
2021], PolyGlot [Ahmed and Devanbu 2022b], and CodeT5 [Wang et al. 2021]. Current approaches
rely on Large Language Models (LLMs) like the GPT-3 model (e.g., Code-Davinci-002) [Ahmed
and Devanbu 2022a; Brown et al. 2020; Nashid et al. 2023]; with such powerful LLMs, in-context
learning techniques e.g few-shotting [Ahmed and Devanbu 2022a; Brown et al. 2020] and semantic
augmentation [Ahmed et al. 2024], attain state-of-the art code summarization performance [Ahmed
and Devanbu 2022a; Ahmed et al. 2024] without any additional training. So, in this paper, our focus
is on LLM-based code summarizers that use in-context learning.
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Despite the progress in code summarization, code summaries are still in general, produced by
imperfect, flawed neural models. In our studies, we found that less than 30% of generated summaries
could be considered high quality. In this setting, users could benefit from guidance as to whether a
potentially flawed summary from an imperfectly performing neural model can be relied upon.

2.1 Calibration: How to use unreliable outputs from flawed models
Neural (more generally, Machine-learning) models are probabilistically optimized over the training
set. On a distinct test set , they may not always produce high-quality results. How then, is one to
use these flawed models in practice? This question relates to the concept of Calibration.
For simplicity, let us first consider a neural model that produces a simple binary prediction,

which is not always correct. Let’s further assume that the prediction is associated with a confidence,
which is a probability measure (0 <= 𝑝 <= 1). For this prediction to be reliable, we would like the
output confidence to reliably indicate its empirical rate of correctness; thus whenever the model
is 60% confident (i.e, output probability is 0.6) then we would like to be correct about 60% of the
time. If this is the case, the model is said to be well-calibrated; model confidence is a good predictor
of expected outcomes, and thus helpful in determining the expected value of a decision policy.
With a well-calibrated weather-forecasting model, e.g, users can respond appropriately to different
confidence levels: for instance, using a hat at 10% confidence of rain, an umbrella at 50% or above,
or taking a bus at 80% or above.

Fig. 2. Sample of well and poorly calibrated models

Quantitatively, Calibration is a relation-
ship ( Figure 2) between two quantities: con-
fidence on the x-axis, typically a probabil-
ity value, and the rate of correctness (y-axis),
typically a normalized frequency (values
∈ [0, 1]) indicating how often the model is
empirically correct, when predicting at the
confidence values along the x-axis. Figure 2
presents two reliability plots [Wilks 1990] to
show the difference between a well-calibrated model and a poorly calibrated model; in the plot,
the predicted confidences are binned along the x-axis, over 10 ranges 0 − 0.1, 0.1 − 0.2, . . ., and
the fraction of each bin that is correctly predicted is shown on the y-axis. In a well-calibrated
model, the observed model correctness rate is well-aligned with the model confidence; for a poorly
calibrated model, it is not. Clearly, improving calibration is a worthy goal; to do so, we first have to
measure it.

2.1.1 Measuring Calibration. A calibration metric measures the alignment of a model’s confidence
(in its predictions) with the correctness thereof. We now discuss two main measures, Brier score,
and ECE. Note again, we first consider models with binary outcomes: either the model prediction
is correct, or it is wrong.
Brier Score [Brier 1950] is the mean squared difference between the predicted probabilities and
the actual outcomes; it measures (on average) how well a sample predicted confidence align with
the actual correctness on that sample. A perfectly calibrated model would have a Brier Score of 0,
indicating that its predicted probabilities match the observed outcomes exactly. Mathematically,
the Brier Score 𝐵𝑟 for a set of predictions, of sample size 𝑁 is calculated as follows:

𝐵𝑟 =
1
𝑁

𝑁∑︁
𝑖=1

(𝑝𝑖 − 𝑜𝑖 )2 (1)
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Where 𝑝𝑖 is probability (confidence) assigned to the 𝑖𝑡ℎ sample prediction, and 𝑜𝑖 is the 𝑖𝑡ℎ sample
outcome (1 for correct, 0 for incorrect). Lower 𝐵𝑟 indicate better calibration, with 0 being perfect
calibration, with a maximum (worst) possible score of 1. 𝐵𝑟 thus measures the alignment of a
model’s confidence estimates with the actual rate of empirical correctness.

We note that Brier scores should be gauged relative to a base rate. A naïve model, which always
outputs (as confidence) the empirical base rate 𝑝 , (for example, if it rains 10% of the days, the model
predicts rain with 𝑝 = 0.1 confidence every day) will achieve a score called the reference Brier
score, 𝐵𝑟𝑒 𝑓 , which analytically is 𝑝 (1 − 𝑝). Thus, if it rains about 10% of the days, the base rate is
0.1; a model that always outputs 0.1 as its confidence will score 0.1 ∗ 0.9 = 0.09 Brier. Evidently,
𝐵𝑟𝑒 𝑓 ∈ (0, 0.25].

Given the possibility of low Brier scores from actually very “unskilled" naïve models, we need to
normalize the measured Brier for a given model; we discuss this below, as “skill scores".
Brier Skill Score is a normalized measure ∈ (−∞, 1] for assessing the reliability of a model’s
confidence, relative to a naïve model always just providing the base rate as the confidence. Such
a model reaches the 𝐵𝑟𝑒 𝑓 Brier score of 𝑝 (1 − 𝑝), which can be quite low, depending on 𝑝 . For a
two-class prediction, with a 10% overall positive rate: a naïve predictor always guessing one class
with 10% confidence yields 𝐵𝑟𝑒 𝑓 ≈ 0.09. A better-calibrated model can achieve a Brier Score lower
than this unskilled 𝐵𝑟𝑒 𝑓 value; a bad model, could do worse! The Skill Score (SS) quantifies this
improvement (or decline) compared to the baseline 𝐵𝑟𝑒 𝑓 , calculated as:

𝑆𝑆 =
(𝐵𝑟𝑒 𝑓 − 𝐵𝑚𝑜𝑑𝑒𝑙 )

𝐵𝑟𝑒 𝑓
(2)

A positive SS (perfect score = 1.0) indicates improvement over the baseline, while a negative SS
suggests predictions worse than the baseline. Even small positive values of SS can sometimes
indicate good skill. The German weather forecasting service, Deutsche Wetterdienst, sets a minimum
threshold of 0.05 for a Skill Score to indicate good forecast quality reference [Wet 2024]. Another
reference point comes from the American data journalism site 538, which reports a skill score of
approximately 0.13 in forecasting World Cup games [Wezerek 2023]

However, Brier isn’t the only metric that’s used.
ECE. (Expected Calibration Error) [Naeini et al. 2015] is also used to measure calibration. It is
somewhat more complex: it averages the difference between the predicted confidence and actual
correctness rates across different confidence levels. Intuitively, on a reliability diagram (such as
Figure 2) it amounts to measuring the (normalized) area between the diagonal ideal and the actual
empirical bars. A lower ECE indicates better calibration, meaning the predicted probabilities closely
match the actual rates. Conversely, a higher ECE indicates poorer calibration, indicating a mismatch
between predicted and actual rates.

𝑎𝑐𝑐 (𝐵𝑖 ) =
1
|𝐵𝑖 |

∑︁
𝑜𝑖 ∈𝐵𝑖

𝑜𝑖 (3)

𝑐𝑜𝑛𝑓 (𝐵𝑖 ) =
1
|𝐵𝑖 |

∑︁
𝑝𝑖 ∈𝐵𝑖

𝑝𝑖 (4)

𝐸𝐶𝐸 =

𝑚∑︁
𝑖=1

| 𝐵𝑖 |
| 𝑇 | |acc(𝐵𝑖 ) − conf(𝐵𝑖 ) | (5)

To compute ECE, we first partition the
dataset into 𝑛 bins 𝐵𝑖 , 𝑖 = 1 . . . 𝑛 based on con-
fidences (predicted probabilities). For instance,
the bins could range from confidence levels of
[0-0.1) to [0.9-1.0). For each bin, we calculate the
average confidence, 𝑐𝑜𝑛𝑓 (𝐵𝑖 ) (predicted prob-
ability), and empirical accuracy, 𝑎𝑐𝑐 (𝐵𝑖 ) (pro-
portion of true positives). Following this, we
determined a weighted difference by (i) com-
puting the absolute difference between the average confidence and accuracy in each bin and (ii)
weighting by the proportion of samples in each bin. Finally, we sum the weighted differences across
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6 Yuvraj Virk, Premkumar Devanbu, and Toufique Ahmed

all bins to get the ECE. ECE provides a more nuanced evaluation of calibration across different
confidence levels compared to metrics like the Brier Score, which aggregates errors across all sam-
ples without considering confidence levels. This makes ECE particularly useful for understanding
how well a model’s confidence estimates align with its performance at different confidence levels.
Mathematically, the ECE is calculated in three steps below (Note: 𝐵𝑖 denotes the set of elements
in each bin; 𝑜𝑖 is an indicator varible, = 1 if the prediction is right, and = 0 if wrong; 𝑝𝑖 is the
confidence (probability) associated with the prediction)

ECE can be intuitive, and visually appealing: but it can mislead, since the binning approach may
vary. For example, if it usually rains 10 days a year in Los Angeles, a naïve (technically, “unskilled")
model could always predict rain with a probability of 10

365 = 0.0275. Such a model would have a
single bin with a confidence of 0.0275, and an empirical correctness rate of nearly the same (on a
yearly basis), yielding a perfect (but misleading) ECE of zero.
ECE and Brier Score serve slightly different purposes: the Brier Score measures the ability to

correctly discriminate output categories and the calibration of output probability for each sample,
while the ECE specifically measures calibration. However, the ECE can be misleadingly low, as
noted earlier for the unskilled predictor. Additionally, careful binning is necessary as it can impact
ECE scores.

Thus far, we have considered calibration with respect to a model with a binary output. What if
the output is a sequence of tokens, like a code summary? Calibration in this situation is a bit more
complex, but we still need two notions: confidence, and correctness which are used to calculate Brier
Skill score, and 𝐸𝐶𝐸. We begin with approaches to evaluate confidence of model-generated code
summaries, and then turn to correctness.

2.2 Confidence in a generated summary
Thus far, our discussion of calibration has focused settings where there is a single, binary prediction,
with an associated confidence (probability) measure. With generated code summaries, the situation
is different. Here, we have a sequence multiple tokens (usually sub-tokens) generated from a
softmax layer; from this layer, we can sequentially select a most likely token, with an associated
probability. This would be “greedy" decoding; other methods are possible. Whatever method is
used, one can obtain a generated code summary, which contains a sequence of tokens, each with
an associated probability. Since calibration measures rely on a single confidence associated with an
entire output, we would need a way to summarize the entire sequence of probabilities. The simplest
approach is to just take a mean (geometric or arithmetic) of this sequence.

It’s worth noting here that LLMs are per se trained to auto-regressively re-generate the sequence
of tokens in the training set, at the highest possible confidence. Thus, (if a given test sample isn’t
too “distant" from the training data) it is reasonable to expect that the per-token confidence, is a
plausible indication that a generated sequence is, in some sense, appropriate in context, relative to
the data the model is trained on.

We discuss further details in the methods section.

2.3 Correctness of a generated summary
For a binary prediction (e.g. “Will it rain tomorrow”) the notion of correctness is simple (either it
rained or didn’t). For a generated sequence of tokens constituting a code summary, what exactly is
correctness? Exact match? Partial match? Same “meaning”? Fortunately, there has been a quite a
bit of work on evaluations of code summaries [Haque et al. 2022; Mastropaolo et al. 2024; Roy et al.
2021; Shi et al. 2022].
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Enhancing Trust in LLM-Generated Code Summaries with Calibrated Confidence Scores 7

Hu et al [Hu et al. 2022] conducted a human-subject study to identify the criteria that affect
practitioners’ judgement of a code summarization technique’s performance. The important evalua-
tion criteria (for summaries) they identify include content adequacy (which they define roughly
as semantic similarity between the input code and the given summary), concisenes, fluency, useful
information content not in code, and similarity to original human-written comments. It should be
noted that of the above 5 criteria, the first 4 are properties (functions) of the input code and the
candidate summary, and potentially could be evaluated with just those two; the last requires access
to a human-written summary, which is typically not available when one is using a LLM to generate
code summaries. Moreover, other studies have reinforced the importance of similarity to human-
written summaries. An additional human-subject study, by Stapleton et al [Stapleton et al. 2020]
compared how human-written and machine-written summaries helped with comprehension tasks.
They found that human-written summaries were associated with significantly better comprehen-
sion performance. This body of human-subject studies suggests that generated summaries that
better resemble human-written summaries are more desirable. In this paper, we therefore focus on
similarity to human-written summary as our “goodness" criteria.

Even prior to He et al’s and Stapleton et al’s human-subject studies, researchers have sought the
right metrics [Haque et al. 2022; Roy et al. 2021; Shi et al. 2022; Stapleton et al. 2020] to measure
the similarity of a machine-generated summary to a human-produced summary. Metrics such as
BLEU [Papineni et al. 2002], ROGUE [Lin 2004], METEOR [Banerjee and Lavie 2005] have been
used to measure lexical (word n-gram level) similarity; but these have been criticized as not being
well-aligned to human judgements of similarity in the case of code summaries [Stapleton et al.
2020]. Haque et al. [Haque et al. 2022] empirically compared several different lexical & semantic
metrics of similarity, and found that certain embedding-based metrics such as BERTScore are
better-correlated with human evaluations of summary similarity (to a reference) than purely lexical
measures. They report that SentenceBERT has the highest correlation with human evaluations of
summary similarity.

We re-analyzed all the data & metrics used by Haque et al [Haque et al. 2022], from a somewhat
different perspective: Can we reliably predict sufficient similarity, of a model-generated summary?
For our perspective we found that both BERTScore and SentenceBERT could be useful. Note that
in our setting, we seek to predict sufficiently high semantic similarity (above a threshold value, as
discussed in subsection 4.4) of a generated summary, without knowing the Gold (human-generated)
summary. We would like to generate a well-calibrated confidence signal (associated with the
generated summary) that is a reliable indicator of the empirical likelihood of sufficient semantic
similarity between generated summary and the gold summary (were it available) being high enough.
Our re-analysis of the Haque et al data is discussed in methods section, § 4.4.
An Example Scenario: To illustrate our approach: consider a userU who is dealing with code
𝐶 that has no human-written summary; U then generates a summary 𝑆 from 𝐶 , using a neural
model. How would U evaluate 𝑆 , relative to the code 𝐶? Considering Hu et al’s 5 criteria: U
could judge fluency and conciseness just from reading 𝑆 . Recently, Mastropaolo et al. [Mastropaolo
et al. 2024] introduced SIDE, a way to automatically measure content adequacy of a candidate
summary using just the code and the candidate summary (and no human-written reference). Finally,
regarding useful content not in the code,U could read 𝐶 and 𝑆 , and make a qualitative judgement
as to whether 𝑆 contains relevant information not obvious from 𝐶 . Finally, turning to similarity
to developer-written comments, U currently has no way develop a reliable level of confidence in
𝑆 , without access to the developer-written summary. Given the importance prior work places on
similarity to human-written summary, we focus our attention on developing a well-calibrated
confidence predictive of such similarity. Now, provided with a well-calibrated confidence for 𝑆
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8 Yuvraj Virk, Premkumar Devanbu, and Toufique Ahmed

, U could make a decision that best suits their needs. Thus, if 𝐶 is critical for U’s work, and is
really important to understand, U might accept only very high-confidence summaries, and ask a
human in all other cases. In cases where 𝐶 is less critical, and a surface understanding is sufficient,
a moderate level of confidence in 𝑆 might be sufficient. If 𝑆 is delivered at a very low confidence,U
might just reject it.
The above scenario illustrates the value of associating a well-calibrated confidence with a

summary generated by a neural model. A different, but analogous scenario, regarding the use of
well-calibrated confidences by a user considering whether to use model-generated code, has been
discussed in prior work [Huang et al. 2023; Johnson et al. 2023; Spiess et al. 2025]. We are now
ready to present our research questions.

3 RESEARCH QUESTIONS
Given an input code 𝐶 and a generated summary 𝑆 , our study aims to find a way to compute
well-calibrated confidence signal, associated with a useful standard of correctness for 𝑆 . Our research
questions are animated by this central goal.

In the first research question, we study whether an LLM’s confidence in its generated summary
can be used to predict the quality of its generated summary. As previously established, we evaluate
summary quality using metrics measuring BERTScore similarity to human-produced summaries.
We first explore whether an LLM’s log-probabilities, can be directly used as a reliable confidence
signal of the empirical likelihood of such similarity. For correctness, we transform the continuous
BERTScore value into a binary indication of sufficient similarity, using thresholding: a summary is
considered correct if it has a high enough BERTScore value.We try several approaches to obtaining a
summary confidence measure from per-token LLM-generated probabilities, and several approaches
to BERTScore thresholding. These are further discussed in Methods Section 4.4.

RQ 1. How well-calibrated are the LLM-produced confidence measures across all the tokens in the generated
summary?

We do find that confidence measures directly calculated by averaging LLM per-token probabilities
don’t work very well. We try rescaling, which is a method used to adjust a model’s confidences to
better align with the observed frequencies of events. In this paper, we use Platt rescaling; please
see discussion in Methods section.

RQ 2. How does rescaling affect the calibration of various LLMs with respect to summary correctness?

In the first two research questions, we measured a LLM’s confidence using its own calculated
probability (confidence), over all the tokens in the generated output. However, in our examination
of the calculated probabilities from the model, we found that per-token probabilities change quite a
bit from the beginning of the generated sequence, towards the later tokens; we studied potential
differences in calibration across the length of the generated sequence.

RQ 3. Are earlier tokens in the generated summary better calibrated than later tokens?

These questions taken together, constitute, to our knowledge, the first detailed examination of
the calibration of LLMs with respect to the code summarization task.

4 METHODOLOGY
We begin with a description of the models & prompting strategies we used for the experiments;
and then into our approach to calculating confidence, determining correctness, and calculating
calibration.
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Enhancing Trust in LLM-Generated Code Summaries with Calibrated Confidence Scores 9

4.1 Models

GPT-3.5-Turbo. GPT-3.5 models perform well at both comprehension and generation, for both
natural language and code [Guo et al. 2024]. At the time of experimentation, GPT-3.5-Turbo was
the most capable and affordable option among these models. Although it is primarily optimized for
chat-based interactions, it also performs well in non-chat tasks. GPT-3.5-Turbo1 can generate up to
16,385 tokens, including the prompt tokens.
Code-Llama-70b. The Code Llama [Roziere et al. 2023], family of language models are tailored for
coding tasks. It offers leading performance among open models. It has infilling capabilities, support
for extensive input contexts, and zero-shot instruction-following abilities. The family includes
foundation models, Python-specialized variants, and instruction-following models, each with 7B,
13B, 34B, and 70B parameters. Trained on 16k-token sequences, these models support inputs of up
to 100k tokens. Notably, Code Llama achieved state-of-the-art results on various code benchmarks,
at the time of experimentation. We use the larger 70B parameter model for our experiments, to get
better performance.
DeepSeek-Coder-33b Instruct. The DeepSeek-Coder series introduces open-source code models
ranging from 1.3B to 33B parameters, trained from scratch on a massive 2 trillion-token dataset [Guo
et al. 2024]. These models, pre-trained on high-quality project-level code corpora, utilize a fill-in-
the-blank task with a 16K window to enhance code generation and infilling. Extensive evaluations
demonstrate that DeepSeek-Coder achieves state-of-the-art performance among open-source code
models across various benchmarks, outperforming closed-source models like Codex and GPT-3.5.
We use the 33B paramater model for our study.

4.2 Prompting Methods for Code Summaries
The above models are used with state-of-the-art prompting techniques that have been demonstrated
to work well for code summarization.
Retrieval Augmented Few-shot Learning. Few-shot learning works well for both Natural
Language Processing [Brown et al. 2020] and Software Engineering [Ahmed and Devanbu 2022a;
Nashid et al. 2023]: we present the models with a few exemplars as query-answer pairs (method-
comment pairs in this setup) and instruct the model to answer our final query (with just the method).
Prior works show that few-shot learning performance can be improved using samples relevant to
the query, identified using a retrieval algorithm [Ahmed et al. 2024; Nashid et al. 2023]. Prior work
also shows that the BM25 retrieval algorithm works better than vanilla few-shot learning for many
SE tasks (e.g., code summarization, program repair, and assertion generation), so in this paper, we
use few-shots retrieved with BM25.
Automatic Semantic Augmentation of Prompt (ASAP). Chain-of-thought [Wei et al. 2022] has
been found to be effective for several tasks in NLP: providing the model with examples comprising
explicit intermediate reasoning steps improves performance. For SE, Ahmed et al. [Ahmed et al.
2024], showed a workable approach to extracting such “intermediate steps" using static analysis
algorithms; this approach enhances model performance. They used GitHub repository information,
identifier type with scope, and dataflow information. Combined with BM25, this approach yielded
state-of-the-art performance for code summarization tasks [Ahmed et al. 2024].
We therefore tried BM25 few-shot, also together with ASAP-based chain-of-thought, as our

prompting strategy.

1https://platform.openai.com/docs/models/gpt-3-5-turbo
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4.3 How to measure models’ confidence in a token sequence? (RQ1)
An LLM’s per-token probabilities reflect the likelihood of a token appearing in the same context in
the (human-produced) training data. Therefore, wemay expect a sequence-level probability to reflect
the likelihood a generated summary is similar to a human-produced one. Still, the probabilities are
calculated by the model per-token; so given a sequence of 𝑁 per-token probabilities, how should
we compute a single representative probability for the entire sequence?

The combined sequence-level probability is (under an independence assumption) the product of
per-token probabilities, and is usually very small, and varies with length. So, we normalize, using
the 𝑁 -th root of the product i.e. the geometric mean of probabilities. The arithmetic mean offers
another option; however, since the product, not the sum, of individual probabilities better represents
the probability of a sequence, we prefer the geometric mean. Empirically, we also consistently
found better calibration when using the geometric mean over the arithmetic mean, since it less
sensitive to large token-probability values (and thus reduces risk of overconfidence).

4.4 Evaluating similarity to human-produced summaries (RQ1)
In Section 2.3 we described the range of available metrics, and justified our focus on measures of
the similarity to human-produced summaries. To evaluate the calibration of code summarization
and answer each RQ, we need a binary notion of correctness which separates a good and bad
summary. Our notion of correctness is sufficient similarity to human-produced summaries; this
requires thresholding similarity metrics, which are real-valued quantities. We first determine these
thresholds using available data from an existing human subject studies, and then next use these
thresholds to study calibration performance of 3 models, on a much larger dataset used for studies
of automated code summarization.
Dataset used for Setting Correctness Threshold We use the Haque et al. [Haque et al. 2022]
dataset, which includes reference and generated summaries for 210 Java methods. For each Java
method, it includes 3 human-assigned similarity ratings. Human raters select from 4 ratings ranging
from "Strongly Disagree" to "Strongly Agree" indicating their agreement that the generated summary
is similar to the reference. Haque et al. [Haque et al. 2022] used their data to analyze several different
syntactic and semantic similarity metrics, and found that the semantic metric SentenceBERT offered
the best correlation with human ratings.
Following their methodology, for each code method, we take the mean of the 3 human ratings

to produce an aggregate, representative rating. We use this dataset to evaluate how accurately
different automatic similarity metrics classify human agreement vs. disagreement on a summary’s
similarity to the reference human-written summary. For our purposes, to qualify as a “correct"
summary, the average human rating in the dataset must indicate at least an “Agree" rating.

Methodology for Selecting Thresholds We wanted thresholds for automated similarity metrics
that are most consistent with this “Agree" level of human judgement of similarity. An optimal metric
and threshold should classify all summaries that humans judge as similar as correct (perfect recall)
while avoiding wrong classifications (perfect precision). As expected, all the metrics in Haque et al
were imperfect; however, for illustration, with our criterion for correctness, we show an AUC-ROC
curve for BERTScore (Figure 3) with an AUC of 0.86, which suggested that this metric, while not
perfect, was a reasonable proxy for human judgement of similarity.
Given imperfect metrics, there are different ways to select different thresholds, based on the

desired outcome. Lower thresholds would offer higher recall, but risk including summaries that
may not resemble gold summaries. Higher thresholds would include fewer summaries, but ones
more likely to resemble the gold ones. A cautious developer may want higher precision, lower
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recall; a less cautious developer might want some reasonable summary, even if lacking assurance
of similarity to human summaries. For our purposes here, we would like to evaluate calibration in
regards to different thresholds.

Fig. 3. BERT-Score ROC Curve

Still, to obtain results for a range of settings,
we wanted to obtain a workable set of thresh-
olds over several different trade-offs, specifi-
cally: high recall, high precision, and optimal
F1. To identify workable thresholds, we per-
form a grid search over the similarity metrics
(from Haque et al), and threshold values, at
0.01 intervals to identify metric-threshold pairs
meeting several criteria: 1) the highest recall
while maintaining a high precision (> 0.9) 2)
the highest precision with high recall (> 0.9)
3) Highest F1 score (harmonic mean of preci-
sion and recall). These metrics and thresholds
respectively prioritize cautious, lenient, and bal-
anced classifications of good vs. bad summaries, as viewed from the human judgement data. For
each condition, the grid search respectively produces: 1) BERTScore at threshold 0.89 for high
precision 2) Sentence-Bert at threshold 0.80 for high recall and 3) BERTScore at threshold 0.49 for
optimal F1. We report results for all these settings. For illustration, Figure 3 (box) shows the two
threshold values selected for BERTScore: for highest precision at at least 0.9 recall, the threshold is
0.89; for optimal F1, the threshold is 0.49.

4.5 Experimental Dataset
After setting the correctness thresholds for the BERTScore metric using the data set from [Haque
et al. 2022], we needed a different dataset for the Calibration experiments. We use the Java and
Python code summarization datasets from the CodeXGLUE [Lu et al. 2021] Benchmark for evaluating
the calibration of the confidence values generated from LLM per-token probabilities. CodeXGLUE
includes 14 datasets covering 10 Software Engineering tasks. Java and Python datasets contain
164,923 and 251,820 training samples, respectively. We use BM25 [Robertson et al. 2009] algorithms
to retrieve relevant samples from these datasets for few-shotting. For the test set, we randomly
select 5000 samples from each language. Only the training partition was used for BM25 retrieval. It
should be noted that the CodeXGLUE has been de-duplicated, reducing the risk that an example
from the test set would appear as a retrieved few-shot sample. It should also be noted that golden
(human-written) summaries are available in this dataset; generated summaries can be compared
with golden summaries to see if the semantic similarity score is above the given threshold.

4.6 Rescaling (RQ2)
Rescaling involves adjusting the predicted probabilities of a model to better align with the observed
frequencies of events; this adjustment is typically done by fitting a low-parameter curve, using
some of the data. Platt Scaling [Platt et al. 1999] is a commonly employed method in calibration,
where a logistic regression model is fitted to the predicted probabilities alongside the corresponding
true outcomes. Through this process, the model fine-tunes the predicted probabilities to more
accurately reflect the true probabilities of events. While there are other rescaling approaches [Guo
et al. 2017; Zadrozny and Elkan 2001, 2002], we use Platt scaling, since it has been successfully in
prior software engineering work [Spiess et al. 2025].
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To fit the Platt rescaling, we employ 5-fold cross-validation, where for each fold, we utilize the
other 4 folds as training data and apply the learned regression to our target fold. We repeat this
process for all other folds to obtain rescaled values for all samples. To accurately evaluate that
rescaling is robust, we construct our folds such that each fold contains samples from different sets
of repositories. This way, our test set is always pulled from different repositories than our training
set; the reported Brier (and Skill) scores are calculated cumulatively over all folds for a more robust
estimate.

4.7 Using the first tokens to compute confidences (RQ3)
Each token generated in a summary sequence successively constrains the next tokens in the
sequence. For instance, the first few tokens might include an identifier, making the next verbs,
prepositions, nouns etc most related to that identifier. Our initial study suggested that later tokens
in a code summary have higher probabilities.
Thus, we expect that an initial token-sequence of length 𝑡 might provide the best-calibrated

summary confidence metric; this 𝑡 becomes a hyper-parameter to be tuned. Our method selects the
parameter 𝑡 that maximizes skill score. Similar to Platt Scaling, we employ 5-fold cross-validation.
For each fold, we utilize the other 4 folds to identify the number of tokens 𝑡 that maximizes skill
score, and apply this hyperparameter 𝑡 to our target fold. We repeat this process for all other folds
to obtain calibration results using the first 𝑡 tokens for all samples.
In order to test whether using the first 𝑡 tokens significantly improves calibration over using

all tokens, we test the statistical significance of the difference in Brier scores between these 2
independent treatments. The Brier score is the mean squared error (MSE) of the confidence scores
(see Eq. 1). Thus, we apply a paired t-test to determine whether the Brier scores are significantly
different [Ott and Longnecker 2015]. We adjust produced p-values using the Benjamini-Hochberg
procedure to reduce false discovery risk [Virtanen et al. 2023].

5 RESULTS
5.1 RQ1 Calibration: LLM Confidence vs. Summary Correctness
We now present calibration results for summaries generated using few-shots retrieved by BM25.
Table 1, Figure 4a and 4b show the raw calibration with respect to the optimal F1 thresholded
BERTScore metric. Both the Brier score and ECE are undesirably high. Additionally, we observed a
negative skill score for all cases. The Brier score ranges from 0.25 to 0.57, which are rather bad,
indicating worse than random performance. For the CodeLlama-70b model, the model’s success
rate is good for both Java (26%) and Python (23%). However, while these calibration values are poor,
there is clearly some signal in the reliablity diagrams.

Success Rate ECE (↓) Brier (↓) Skill score (↑)
Language Model

Java CodeLlama-70b-hf 0.26 0.31 0.27 -0.40
deepseek-coder-33b-instruct 0.23 0.34 0.27 -0.53
gpt-3.5-turbo 0.19 0.49 0.39 -1.52

Python CodeLlama-70b-hf 0.23 0.31 0.25 -0.45
deepseek-coder-33b-instruct 0.20 0.34 0.26 -0.65
gpt-3.5-turbo 0.13 0.68 0.57 -3.94

Table 1. RawCalibrationMetrics with summaries produced by Retrieval Augmented Few-Shot Summarization.
“Success rate" indicates the fraction of output above similarity threshold. Arrows indicate direction of value
improvement (↑means higher is better, ↓ the reverse)
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(a) Code Llama 70b (b) GPT-3.5 Turbo

Fig. 4. Reliability Plots for models using Retrieval Augmented Few-Shot Summarization on Python methods.
The top plots show the frequency distribution of confidence values; the bottom is a reliability diagram.

5.2 RQ2: Platt Rescaled vs. Raw Calibration
We now study how calibration changes with rescaling. Table 2 and Figure 5 show significantly
improved calibration for every configuration of model and language. All skill scores are positive,
and both DeepSeek-Coder-33B and CodeLlama-70b exhibit very high skill scores (0.11) for Java and
Python respectively. The Brier scores now range from 0.11 to 0.17 and the ECE ranges from 0.01
to 0.03, indicating good calibration. Although the skill score for GPT-3.5-Turbo is improved after
rescaling, it is much lower than the other models. To summarize, the raw average token probability
is not well-calibrated, but the rescaled average token probability is well-calibrated – with respect
to thresholded BERTScore.

Language Model Success Rate ECE (↓) Brier (↓) Skill score (↑)
Java CodeLlama-70b 0.26 0.03 0.17 0.10

deepseek-coder-33b-instruct 0.23 0.02 0.16 0.11
gpt-3.5-turbo 0.19 0.03 0.15 0.05

Python CodeLlama-70b 0.23 0.01 0.16 0.11
deepseek-coder-33b-instruct 0.20 0.01 0.15 0.08
gpt-3.5-turbo 0.13 0.01 0.11 0.03

Table 2. Platt Rescaled Calibration using Retrieval Augmented Few-Shot Summarization on Java methods

Language Model Success Rate ECE (↓) Brier (↓) Skill score (↑)
Java CodeLlama-70b 0.28 0.02 0.19 0.08

deepseek-coder-33b-instruct 0.24 0.02 0.16 0.11
gpt-3.5-turbo 0.24 0.04 0.17 0.06

Python CodeLlama-70b 0.26 0.02 0.16 0.19
deepseek-coder-33b-instruct 0.23 0.02 0.16 0.11
gpt-3.5-turbo 0.14 0.01 0.12 0.01

Table 3. Platt Rescaled Calibration using Automatic Semantic Augmentation + Retrieval Augmented Few-Shot
for summarization of Java methods

Calibration changes with ASAP. Table 3 presents the results comparing calibration applying
ASAP. We observe that, augmented with static analysis products, every model achieves a higher
success rate for both Python and Java. For Java, the skill score decreases with ASAP, whereas
for Python, the skill score increases for CodeLlama-70B and deepseek-coder-33b-instruct. It’s
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(a) Code Llama 70b (b) GPT-3.5 Turbo

Fig. 5. Rescaled Reliability Plots for models using Retrieval Augmented Few-Shot for summarization of
Python Methods. Compared to Fig. 4, the rescaled blue bars are closer to the diagonal, and the distribution of
confidence values changes (top plots) as they are scaled.

Success Rate ECE (↓) Brier (↓) Skill score (↑)
Threshold Type High P High R High P High R High P High R High P High R

Language Model

Java CodeLlama-70b 0.06 0.25 0.00 0.02 0.04 0.17 0.22 0.08
deepseek-coder-33b-instruct 0.04 0.22 0.01 0.01 0.02 0.15 0.35 0.12
gpt-3.5-turbo 0.02 0.20 0.01 0.05 0.02 0.15 0.02 0.08

Python CodeLlama-70b 0.05 0.24 0.01 0.02 0.04 0.15 0.27 0.18
deepseek-coder-33b-instruct 0.01 0.20 0.02 0.01 0.02 0.14 0.28 0.10
gpt-3.5-turbo 0.00 0.10 0.00 0.00 0.00 0.10 -0.00 0.01

Table 4. Calibration under high precision and recall thresholds. Results are Platt Rescaled and summaries are
generated using Automatic Semantic Augmentation + Retrieval Augmented Few-Shot for summarization.

noteworthy that Java is a strictly typed and verbose language; the additional information provided
by ASAP in the prompts may be redundant, and distort the model’s confidence. However, for
Python, ASAP may provide necessary information that might be missing in the function body itself
(e.g., variable type). Incorporating this information may be helping improve both success rate and
calibration. Hence, the trade-off exists, at least for Java, where transitioning from BM25 to ASAP
yields better performance but worst calibration.

Calibration effects of thresholding So far, we have evaluated calibration with respect to a
threshold and metric which offers a balance between very strict and lenient classifications (which
has the optimal F1-score). How about calibration with respect to a high precision and high recall
measures of correctness? Table 4 presents calibration results for thresholded metrics with high
precision and recall respectively.

As expected, when using a high precision correctness measure (BERTScore thresholded at 0.89),
the model’s success rate is very low – virtually 0 for GPT-3.5-Turbo summaries of Python methods.
For both Python and Java, every model except GPT-3.5-Turbo has excellent calibration with skill
scores over 0.2. Since a lower success rate may produce a higher skill score (see 2), this high skill is
partly due to the very low success rate; however, in addition to correctly producing low confidence
for the many incorrect summaries, the Platt rescaler also learns to appropriately produce higher
confidence for the few correct ones, thus resulting in higher skill.
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When using a high recall correctness measure (SentenceBERT thresholded at 0.80), the success
rate is significantly higher. We find similar calibration results to Table 3. Besides GPT-3.5-Turbo
on Python methods, skill scores are over 0.08, indicating good calibration. Thus, even though
more summaries are accepted as being above the threshold, the model’s output confidence (after
rescaling) provides a usable indication as to whether the summary might adequately resemble a
human-produced summary.
Thus, we find the choice of threshold has a substantial effect on calibration, and so their usage

should be managed with care.

5.3 RQ3: Effect of Token Position on Confidence
We now present results on the relationship between token position and model confidence and its
effect on calibration. Figure 6 shows that, as the position of a token in a code summary increases,
the model’s confidence in the token also tends to increase. For Java summaries generated by
Code-Llama-70b using retrieval-augmented few-shot prompting, after 20 tokens, the median token
probability plateaus to over 0.9. Similar trends (where tokens late in the sequence exhibit high
probabilities) are seen for every configuration of model, programming language, and prompting
method. However, for some cases, this relationship is exhibited to a lesser extent. For example, in
Python Summaries using GPT-3.5-Turbo, the median confidence computed with the first 5 tokens is
already over 0.8. Although later tokens still tend to have even higher probabilities, since the mean
probability over a sequence is already very large, their effect of excluding them isn’t so substantial.
Figure 7 shows the skill score achieved when only including the first 𝑡 tokens in the geometric

mean. In figure 7a, all first 7 tokens carry significant signal. However, including any more tokens
reduces skill score since their probabilities are very large, smoothing the total mean towards high
values which are not representative of uncertainty in the summary. In figure 7b, only including
early tokens in the geometric mean has little effect, primarily due to CodeLlama-70b generating
short code summaries for Python. Since the proportion of generated code summaries with over
15 tokens is <10, only using the first e.g. 15 tokens has a diluted effect on skill score (which is
measured across all summaries).

Fig. 6. Distribution of token probabilities by its position in a generated summary. The y-axis shows the mean
probability at a token position across all sequences. Summaries are of Java methods by CodeLlama-70b using
Retrieval-Augmented Few-Shot prompting.

Following Section 4.7, we find a statistically significant (𝛼 = 0.01) reduction in the Brier Scores
(after Benjamini-Hochberg correction) for some but not all configurations of model, programming
language, and prompting method. For Python summaries, we only find statistically significant reduc-
tions for CodeLlama-70b and DeepSeek-Coder-33b with few-shot prompting. For Java summaries,
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(a) GPT-3.5 Turbo on Java methods
using retrieval-augmented prompting.
Summarization Success Rate: 0.19

(b) CodeLlama-70b on Python
methods using Automatic Semantic
Augmentation. Summarization Success
Rate: 0.26

Fig. 7. The bottom plots show the skill score achieved, after platt scaling, when taking the arithmetic mean of
the first t tokens. The top plots show the frequency distribution of generated code summary lengths. In (b),
since there are very few generated summaries longer than 20 tokens, only using early tokens when computing
confidences has little overall effect on Skill Score.

we find significant reductions for all models and prompting methods except DeepSeek-Coder-33b
prompted with few-shot prompting.

Why is there a significant reduction in Brier Score in some cases and not others? Some configura-
tions generate shorter summaries e.g. Figure 7b. We find that code summaries generated for Python
methods tend to be shorter than code summaries for Java. Since high probabilities expressed in
later tokens aren’t as prevalent in shorter code summaries, they have a smaller effect on the mean
confidence and thus calibration performance. Additionally, the selected hyperparameter 𝑡 might be
poor. Particularly, for Java summaries generated with CodeLlama-70b and ASAP prompting, 𝑡=4 is
chosen in some folds. By only using the first 4 tokens, significant information is lost. Finally, there
might not be a substantial enough difference between probabilities early and late in the summary,
such as for Python summaries generated by GPT-3.5-Turbo discussed at the start of 5.3.
In summary, our analysis suggests that the ideal practical configuration of prompting strat-

egy (ASAP and/or RAG) and token length (for confidence) depends on the setting, and could be
empirically selected.

6 DISCUSSION: THREATS & LIMITATIONS
6.1 Limitation: Summary Intent Capture
The notion of correctness in our work is based on similarity to human-produced summaries.
However, human developers have different intents (how/what/why) when writing summaries [Geng
et al. 2024; Hu et al. 2022]. These different intents are not captured by the similarity metrics. A
reliable way of integrating intent into summary evaluation metrics remains for future work.

That said, it is important to note that prior work indicates that human-produced summaries are
inherently valuable [Stapleton et al. 2020] and that the measure we used is an excellent proxy of
human perceptions of similarity to human summaries [Haque et al. 2022; Mastropaolo et al. 2024].
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6.2 Limitation: Experimental Design
In this paper, we primarily experimented with two programming languages, two prompting tech-
niques, three models, and primarily with one similarity metric. Our findings in this paper are
limited to these components. Prompting techniques can vary greatly, and the findings may differ
significantly based on the prompting technique, as well as the programming language and metric
used. Addressing all the languages, models, and prompting techniques is beyond the scope of this
paper. However, Java and Python are two very different programming languages, and the models
we used exhibit diversity in size and training. We believe that our findings will be well-generalized
beyond these languages, models, and other parameters.

6.3 Limitation: Platt scaling
Platt scaling is a popular and widely used rescaling strategy. However, another very popular
rescaling technique is temperature scaling, which is found to be better than Platt scaling in certain
scenarios. In this paper, we could not use temperature scaling because it requires access to complete
softmax layers, which are unavailable from the OpenAI2 and TogetherAI3 APIs. In the future, we
hope to incorporate temperature scaling into our experiments when we have access to the complete
softmax layer.

6.4 Self-Reflection Calibration
By “reflective" we mean the ability of an instruction-tuned model to evaluate its own output. We
used two reflective measures to compute model confidence. One is logit-based, and the other one is
verbalized. In the logit-based measure, we present the model with the code and model-generated
summary, and ask the model to rate the quality of the summary by generating a true/false output
(we used similar prompts to those proposed by Spiess et al. [Spiess et al. 2025]). We review the top
five tokens, by their probabilities, and select the probability associated with the “True” token. For
the verbalized measure, we tried both zero-shot and few-shot learning approaches and asked the
model to assign a score from 1 to 4 based on similarity, following the approach used by Haque
et al. [Haque et al. 2022]’s tool for human validation. In regards to the reflective logit, when we
prompt the model to generate true/false responses, CodeLlama-70b produced invalid responses on
extensive prompt variations since it is not instruction-tuned. Additionally, we are interested in the
logit associated with the token “True". If the model does not generate “True", it is impossible to
retrieve the “True" logit unless we have access to the top-k log-probability tokens and “True" is one
of them. Among our models, we only have this access for GPT-3.5-Turbo due to API limitations.
Consequently, we only evaluated reflective logits on the GPT-3.5-Turbo model. However, the model
was highly over-confident with 94% of its confidences over 0.9, achieving a negative skill score.
Rescaling transformed all the logits to near the unskilled, base rate.
We also attempted zero-shot and few-shot verbalized confidence measures by prompting the

model to assign either 1, 2, 3, or 4 to score the similarity between the reference and the generated
output. This design choice is inspired by human evaluations by Haque et al. [Haque et al. 2022].
In this setup, CodeLlama-70b failed to generate any score, but in the few-shot learning scenario,
CodeLlama-70b is able to generate scores. During few-shot learning, the shots were taken from
the dataset proposed by Haque et al. For both zero-shot and few-shot (4 shots) settings, we found
that the models were not well-calibrated. Note that we tried a higher temperature and generated
multiple samples. Majority voting from multiple samples did not change the calibration outcome.

2https://openai.com
3https://www.together.ai
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Therefore, we can conclude that the models are not well-calibrated for any of the self-reflective
measures studied.

7 RELATEDWORK
LLMs are widely used in many software engineering tasks [Fan et al. 2023; Hou et al. 2023], including
code summarization [Ahmed and Devanbu 2022a; Ahmed et al. 2024]. Though LLMs are drawing
attention from the community, it is well-known that they generate more buggy text/code than
fixed text/code [Jesse et al. 2023]. Consequently, the reliability of the model-generated output
remains very low. To address this reliability issue, researchers have started looking into calibration
in Software Engineering [Zhang et al. 2023; Zhou et al. 2024].

Calibration is a well-studied domain in NLP [Guo et al. 2017], primarily for classification problems
where model log-probabilities are used as a measure of model confidence. Considerable work in the
generative setting has also been done in NLP [Malinin and Gales 2021], [Kuhn et al. 2023], [Ott et al.
2018], [Wang et al. 2020]. Though calibration is also being studied in the SE community [Spiess
et al. 2025; Zhang et al. 2023; Zhou et al. 2024], to the best of our knowledge, there is no study
on calibration for generative models for code summarization. Compared to existing work in NLP,
the notion of "correctness" for code summaries is distinct and multi-faceted, as discussed in 2.3.
Compared to work in program repair or synthesis, measures of correctness for code summaries are
continuous. To address these aspects, we explored thresholding similarity measures. Our results
regarding the effect of programming language choice, and using static analysis products in prompt,
on calibration for code summaries, are also SE-specific. Finally, to our knowledge, the observation
that uncertainty is better represented by earlier tokens than later ones is a novel contribution in a
SE context.
SIDE is another reference-free evaluation metric for code summaries, aiming to measure a

summary’s content adequacy [Mastropaolo et al. 2024]. However, as Mastorpaolo et al. discuss, it is
limited in capturing content adequacy e.g. giving high scores to relevant but generic summaries,
and should be viewed as complementary to similarity metrics. Our method accurately captures
our measure of correctness as shown, yet also has limitations arising from using similarity as the
metric. As discussed, in section 2.3, both SIDE and a calibrated confidence score can be presented
to the user since they can indicate different aspects of summary quality.

In SE, LLMs are increasingly popular, but questions about reliability persist. We anticipate more
studies on calibration for different problems in the near future to enhance the reliability of model
output.

8 CONCLUSION
Code summaries are valuable to maintainers, and LLMs can generate good summaries from code.
However, LLM-generated summary quality is very variable: sometimes similar to human-written
summaries, and sometimes not. This indicates a need for developers to know when a summary
might be sufficiently similar to a human-written summary. This is a calibration problem: can the
model provide a reliable indication of its confidence that a generated summary is “good enough"?
We address this problem by selecting a metric known from the literature to be a good proxy for
similarity to human-produced summaries, and then thresholding this metric to get an indication of
sufficient similarity. We then evaluate the calibration of a range of prompting approaches, together
with Platt scaling. We find that in some cases, the first few tokens may provide the best calibration;
we also find both retrieval-augmented few-shot prompting and ASAP can be advantageous. We also
find that reflection-based approaches do not provide better calibration. To our knowledge, we are
the first to evaluate whether LLM-based approaches to code summarization are well calibrated; our
work contributes both a methodology, and several useful approaches, to this important question.
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9 DATA AVAILABILITY
Our code and dataset are made available at 10.5281/zenodo.10858303.
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